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Abstract. The results of reservoir water supply optimal dispatching depend to a great extent on the 

prediction of uncertain factors. Aiming at the problems of reservoir runoff forecast, an artificial neural 

network based on ant colony optimization is presented. The perturbation strategy is added in this new 

hybrid algorithm, the improvement ant colony optimization can combine the strong memory and 

associative ability of artificial neural network with positive feedback of ant colony optimization, and can 

overcome the shortcomings in the respect of lack of pheromone at initial stage and easiness of local 

optimization of ant colony optimization. It is applied to six reservoirs optimization water supply 

dispatching in the lower Luan he river. A practical example shows that this new hybrid algorithm is 

rational, reliable and high accuracy when it is used to solve the problem of reservoir runoff forecast, at the 

same time, the training precision is high. So, this new algorithm is applied to forecast the reservoir runoff. 

Keywords: back-propagation neural network; uncertain factors; water supply dispatching; perturbation 

strategy; Luan he river 

Introduction 

The forecast of reservoir flow forecasts the hydro-logical regime in the future, which is 

mainly based on the hydro-logical and meteorological data and adopts the methodology of 

physical analysis and statistics. The traditional forecasting models mainly include genetic 

analysis and hydro-logical statistics. In recent years, with the development of computer 

technology, the methods of hydro-logical forecasting (Wan et al., 2016; Wei et al., 2013; 

Chang et al., 2013; Ahmad et al., 2017) mainly include chaotic analysis, grey system 

prediction, extension classified prediction method, artificial neural network method, 

wavelet analysis and the mixture of these methods. In this paper, we use the strong 

memory of neural network, positive feedback of association ability and ant colony 

algorithm, at the same time, we get rid of such problems as lacking information 

pheromone in the initial stage, getting trapped in a local optimum easily of ant colony 

algorithm in solving the model. In ant colony algorithm, we increase perturbation strategy, 

combine neural network and ant colony algorithm organically to propose a neural network 

algorithm based on ant colony optimization, forecasting reservoir runoff. 
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Back-propagation neural network based on ant colony optimization 

BP algorithm (Mohammad et al., 2013; He et al., 2014; Maryam et al., 2016) has the 

following advantages in theory, simpler network construction, strong memory and 

association ability, more stable state (Li et al., 2008; Wang and Zhang, 2010). But in the 

practical application of hydro-logic forecasting, there are some problems. The input of 

the new sample has an impact on the studied samples. We rely on experience to select 

the weights of the initial value and the number of neurons (Yi et al., 2013; Yang et al., 

2016). Ant Colony Optimization or ACO (Qun et al., 2013; Kwang et al., 2014; 

Kleinkauf et al., 2015; Zhao et al., 2016; Vijay et al., 2016), is a probabilistic search 

algorithm with the advantages such as being parallel, positive feedback, strong 

robustness and excellent distributed computer system and so on.  

 

Optimization model  

In view of the above problems, the BP neural network is improved as follows: 

combining weights and parameters (A-BP) by using ACO and BP network, the network 

is trained, the training samples were normalized. 

 

Basic principles of neural networks 

Artificial neural network or ANN (Chen and Chang, 2009; Zhao et al., 2009), a 

nonlinear information parallel processing system (He et al., 2014; Shafaei and Kisi, 

2014; Gharibreza, 2017) for simulating the structure and function of the neural network 

of the human brain, is composed of a large number of processing units (artificial neural 

networks) connected to each other and into the network, which has the characteristics of 

self-learning, self-adaptation, self-organization and so on (Khan et al., 2017). The neural 

network model was applied to the concept of energy function present a method for 

judging the stability of network in 1982, at the same time, it puts forward the concept of 

hidden unit. the weight adjusted error Back-Propagation algorithm for mufti- layer feed 

forward network was proposed In 1986, so that the research of artificial neural network 

is further studied. This kind of feed-forward network based on BP algorithm, generally 

called BP network, is one of the most popular neural networks currently. It can be used 

to approach the complex nonlinear function with high precision, which has the 

advantages such as simpler network construction, strong memory and association ability, 

more stable state. 

 

The structure of BP neural network 

BP network is generally composed of an input layer, an output layer, one or more of 

the hidden layer. There are a number of nodes in each layer. Fig. 1 is the structure of BP 

network. 

With an input layer of neurons, a hidden layer of neurons, an output layer of neurons. 

nxxx ,...,, 21  are the input of the neural network, lyyy ,...,, 21 are the output of 

the neural network? The information in the hidden layer can be used as input 

information in a non-linear way, and the output layer is transmitted to the output layer. 

The hidden layer is usually generated by the excitation function output information. Its 

excitation function is generally used Sigmund function. The information in the input 

layer must be transmitted to the hidden layer. The calculation process of BP network is 

composed of two parts, the forward calculation process and the reverse calculation 
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process. Firstly, the input layer, hidden layer and output layer are calculated by layer by 

layer, then the output of the sample is get Secondly, the error between the expected 

sample output and the neural network calculation results is calculated by the error 

calculation formula. Finally, according to the error to adjust the network weight, the 

connection weights are corrected by the forward and backward, until the error meets the 

specified requirements. 
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Figure 1. The structure of BP Neural network 

 

 

(1) Random generation of initial threshold and weight 

After determining the number of input layer neurons of BP neural network structure, 

the number of hidden layer neurons, the number of neurons in the output layer (n, m, 1). 

According to the basic principle of neural network, the parameters of neural network 

include the weights  mjniw ij ,...,2,1;,...,2,1   from the input layer i to the hidden 

layer unit j; activation threshold  mjj ,...,2,1  of hidden layer units j; the connection 

weights  lkmjv jk ,...,2,1;,...,2,1   of the hidden layer units j to the output layer 

units k ; activation threshold  lkk ,...,2,1  of output layer cell k .The initial 

weights of the network are generally randomly generated between [-1, 1]. 

(2) Output of Q  training samples 

Suppose there are training sample, the input  nix iq ,...,2,1  of the first sample 

q  Qq ,...,2,1  is transferred to the hidden layer. The output information jqh  of the 

hidden layer jqh  is obtained by the activation function  sf1 . 
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Activation function generally selects Sigmoid function. 
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The output information jqh  of the hidden layer jqh  is transferred to the output 

layer, and the network output kqO  is obtained. 
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 (Eq.3) 

 

(3) Error calculation 

There are usually some errors between the expected value kqy  and the output Okq of 

the neural network. The error function  qE  of the sample Q can be expressed as: 
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 (Eq.4) 

 

If the error meets certain accuracy requirements, the network learning ends, 

otherwise the network weights and thresholds are adjusted according to the error. 

(4) To adjust the weights and threshold   

The number of neurons in the neural network has been determined; it can reduce the 

error through the adjustment of threshold value and weight to have achieved the goal of 

improving the accuracy of calculation. w  can be modified, Because the error function 

qE  changes along with the negative gradient w , so the correction value is w . 

 

      
w

E
twtwtw

q




 11  (Eq.5) 

 

In the formula,   is the learning rate, the range is from 0 to 1. w  is certain weight 

or threshold.  

Under normal circumstances, if   becomes larger, although the convergence of the 

network is fast. There will be oscillations; if   becomes smaller, the convergence of 

the network becomes slower. In order to avoid this situation, we can by inertia factor  , 

its values range from 0 to 1, which is analysed by (5). 
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For hidden layer: 
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Therefore, from the input layer to the hidden layer weights, the hidden layer threshold 

of the modified formula is: 
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    twxtw ijiqjqij   '1  (Eq.8) 

    tt jjqj   '1  (Eq.9) 

 

For output layer neurons:  
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Therefore, the correction formula from the hidden layer to the weight of the output layer 

and the threshold of output layer is: 

 

    tvhtv jkjqkqjk  1  (Eq.11) 

 

    tt kkqk   1  (Eq.12) 

 

After adjusting the weights, if the error does not meet the accuracy requirements, the 

procedure (2) is transferred to calculation, until the error meets the specified accuracy 

requirements. 

 

The basic principle of ant colony optimization algorithm 

Ant Colony Optimization or ACO, an optimization algorithm (Blum and Dorigo, 

2004; Du et al., 2014) based on ant foraging principle, has the advantages (Deng and 

Peng, 2010; Yuan and Qu, 2013) such as parallel, positive and negative feedback, strong 

robustness and excellent distributed computer system. In initial time, the pheromone 

equals on all paths, the pheromone trail intensity   00 Cij   ( 0C is a constant) from 

the nest i to the food source j . In the course of the movement, the ant 

),...,2,1( mkk   decides the direction of the transfer according to the amount of 

information on each path. At the moment of t, the transition probability  tP k
ij  of the 

ant k  in the path i  and the path j  is: 
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 (Eq.13) 

 

In the formula,  1,...,1,0  nallowed k  is the next step to allow the ant k to 

choose the target; ij  is pheromone trail strength of edges  ji, ; ij is heuristic 

factor for edge  ji, , k
ijP  is transition probability for the ant k , , are two 

parameters. The relative importance of the information and heuristic information 

accumulated during the process of the ants in the selection of ants reflected respectively. 

The amount of pheromone on each path is adjusted according to the following formula. 

 

        1,11  tttt ijijij   (Eq.14) 
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In the formula,  1,  ttk
ij  is the pheromone of the ant k  to stay on the path  ji,  

at all times of  1, tt . The value depends on the merits and virtues of the ants. The 

shorter the path is, the more pheromone releases.  1,  ttij  is increment of the 

pheromone amount of the loop path  ji, .   is attenuation coefficient of pheromone. 

Usually, we set 1  to avoid an unlimited increase in the amount of path on the path. 

In this paper, we will use the random perturbation strategy to prevent the stagnation 

of ant colony algorithm. The random selection probability needs to adjust dynamically. 

Approximate optimal solutions are obtained. The calculation time is shortened and the 

calculation efficiency is improved. 

The ants’ choices of their paths are random. Generally, they choose the path of 

transition probability, but the optimal path is not always selected, which results in a 

subsequent search for stagnation. Because the current optimal path information is more 

than the fact that doesn’t find the optimal path pheromone number, with the increase of 

the number of iterations, the actual optimal path is less and less, so the probability of 

choosing this path becomes smaller and smaller. Considering the stagnation of the 

algorithm as well as based on the characteristics of the above ants in the choice of path 

at the same time, "disturbance factor" will be added to interfere with the ant selection 

path. The pheromone is not the most path to a certain probability of random selected, 

this path may be the best. At the same time, the probability of random selection in 

evolutionary computation which needs to be adjusted dynamically to increase the 

diversity of the selected paths, but the probability of the maximum path of the 

pheromone is calculated separately to prevent leakage of the optimal paths. The 

transition probability of the perturbation strategy can be formulated as follows:  
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(Eq.16) 

 

In the formula,  is a reverse exponential perturbation factor;  1,0mp  is random 

mutation rate; p abides to the uniform distribution of random variables. The formula 

indicates that ants in an iterative process can choose a number of paths. The formula 

(Eq.13) is used to calculate the transition probability on the path of the pheromone. In a 

random choice, we can calculate the transition probability on the alternative paths, the 

perturbation strategy is a combination of random selection and deterministic selection. 

The random selection makes the choice of the path and the calculation of the strong 

randomness, deterministic choice refers to the path that the ant will choose the most 

transition probability. 
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Methods solution  

The training samples were normalized 

Because the input of the physical quantity is not the same, so the difference is very 

big, so the input data should be normalized before calculating to convert it from0 to 1 

(logarithmic S curve). Normalized change is according to the following formula: 

 

  min

minmax

minmax

min XX
XX

TT
TT 




  (Eq.17) 

 

In the formula, X is original input data. Xmax, Xmin are the maximum and minimum 

values respectively. T is transformed data, Tmax, Tmin are the maximum and minimum 

values settled respectively. Tmax usually takes the rang from 0.8 to 0.9, Tmin is 1- Tmax. 
 

Ant colony algorithm (ACO) to optimize the BP network 

Firstly, ant colony algorithm is used to optimize the initial weights and network 

structure of BP neural network. The hydrological forecasting model is established. The 

network training and fitting experimental data should be gotten. Then the algorithm is 

applied to train the network samples so that the network output error is minimized. The 

effective improvement of BP neural network can easily fall into the local minimum 

value and the convergence speed is slow and all so defects. Suppose there are m  

parameters to be optimized of BP neural network, the parameters are arranged in order: 

mppp ,......, 21
. According to any parameter, initialization N any nonzero value, the set 

piI  is constituted. Suppose the ant number isS , all ants search for food by randomly 

selected element from first set, then return to the nest after finding food. Repeat this step, 

until all ants collect the same route, the optimum solution is obtained of this network. 

The specific calculation steps are as follows: 

Step1: The BP neural network model is established, including the number of network 

layers, the number of nodes, the range and the sample size to be optimized. 

Step2: Initialize ant colony. The parameters are uniformly dispersed. Initialization the 

path that according to discretize data. Then the complete path is established. The 

Pheromone trail intensity is   )constant (0 00 isCCij  . The combination of discrete points of 

each parameter is defined as the path of ants that is a solution to the problem. 

Step3: Cyclic iteration of ant colony algorithm. At the end of each iteration, generate 

random numbersq of the range from 0 to 1, make a comparison of explored relative 

importance threshold value  10 00  qq of the new path with the prior knowledge. If 

0qq  , the parameters of each weight are randomly variant according to the formula 

(Eq.16), random mutation is for new weight discrete points to get added to the collection 

S. If 0qq  , select the weight according to the formula (Eq.13). 

Step4: All ants set out from set Ipi , follow the path rule to find element in order, 

finally the food source is found. The rule of route choice is: All ants k (1,2,……M) 

arbitrary choose jth with certain probability. The probability formula: 
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Step5: When all the ants are completed, we input training sample. According to the 

formula (Eq.14) (Eq.15), the weight parameters were updated. 

Step6: A set of the best weights that find by the ant colony algorithm are used as the 

initial weights of the BP algorithm. The error between the network output and the actual 

output is calculated. And the error is propagated from the output layer to the input layer, 

adjust weights, if the error reaches a predetermined precision or satisfy the maximum 

iterations number T , the algorithm is over. Otherwise, re-select ant colony to Step2. 

The flowchart of an artificial neural network based on ant colony optimization is 

described in Figure 2. 

 

Start

Initialization parameters

Sample normalization

t=1

t<T

Storage weight

Each ant to choose next parameters

Calculation actual network output 

and error

Compare calculation error and 

expected error 

Yes

No

No
t=t+1

Update 

pheromone

End

 
Figure 2. The flowchart of an artificial neural network based on ant colony optimization 

Case study 

The LuanHe River is rich in water resources in Northern China. The total 

precipitation ranges between 129×10
8
m

3
 and 12.7×10

8
m

3
, and has uneven distribution 

of inter-annual variations, with characteristic of a typical semi-arid and semi-humid 

region. The lower LuanHe River is the most important source that supply water to 

TianJin and TangShan which face severe challenge of the imbalance between supply 

and demand of water resource the situation is aggravated day by day. Five reservoirs 

have been constructed and are delivering an annual flow of 2873 million cubic meter 

water into the cities. The annual water deficiencies are 1025 million cubic meters. The 

flow supplies water for agricultural, industrial and municipal uses.  

Each reservoir’s characteristics are as follows: 

PanJiaKou reservoir is a carryover storage reservoir with total storage capacity is 

29.3×10
8
m

3
, and its regulating the function is perfect; DaHeiTing reservoir is located in 

the PanJiaKou reservoir downstream, which is a annual regulation reservoir, and the 
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total storage capacity is 3.37×10
8
m

3
; YuQiao reservoir is a larger-scale reservoir in 

TianJin, and total storage capacity is 15.59×10
8
m

3
; QiuZhuang reservoir which is an 

intermediate regulation reservoir and Taolinkou reservoir belong to QinHuangDao. To 

augment the water supply in the basin and to keep up with the increasing demand, 

inter-basin transfers have been implemented, by bring them into full play in a multiply 

connected reservoirs. The main project characteristic indexes of each water supply 

reservoir are described in Table 1. 
 

Table 1. Main project characteristic indexes of each water supply reservoir (Unit: 10
8
m

3
) 

Reservoirs 
Dead 

storage 

Active 

storage 

Total 

storage 
Water supply task 

Donor 

reservoirs 

PanJiaKou 3.31 19.50 29.30 
No direct user, supply water to recipient 

reservoirs 
DaHeiTing 1.13 2.07 4.73 

Recipient 

reservoirs 

YuQiao 0.36 3.85 15.59 
Supply water to Tianjin of industry and 

domestic life 

QiuZhuang 0.008 0.65 2.04 
Supply water to Tangshan of industry and 

domestic life 

Taolinkou 0.51 7.09 8.59 

Supply water to Qinhuangdao of industry, 

domestic life and agriculture of lower 

LuanHe river 

Results and discussion 

Neural network model based on ant colony optimization makes a prediction of the 

runoff in the lower reaches of the Lutheran River Reservoir. Select Panjiakou 

Reservoir, Daheiting and Taolinkou Reservoir respectively (Given the limited space 

available, prediction of bridge reservoir, the results of Qiuzhuang reservoir and 

Yuqiao reservoir are not listed.) The research object is the data of inflow runoff in 

the 26 year. January in 1975 to December in 1995 as a training sample and regard 

data for network fitting test of 5 years from January in 1996 to December in 2000 as 

network fitting test (Ghosh and Dash, 2017).  

Design guidelines for ACO-BP neural networks: The data is first trained by ACO 

algorithm, after training is completed, then the neural network is trained by the BP 

algorithm, the learning rate of BP algorithm is as small as possible so as to perform 

fine search behavior, the number of training of BP algorithm as much as possible not 

to exceed the average absolute error, the maximum relative error and mean square 

difference of 1000 times, because most of the global search work has been 

completed by the ACO algorithm, the BP algorithm only needs to perform a more 

detailed local search of the search's finishing work. BP neural network training 

Parameters set as follows: the maximum number of training to take 800, learning 

efficiency to take 0.1, learning output error target to take 0.001. The ant colony 

algorithm is initialized as follows: the number of ants is 50, the important factor of 

pheromone is 1, the importance factor of the heuristic function is 5, the pheromone 

factor is 0.1, and the maximum number of iterations is 200, as shown in Figs. 3-8.  

 

http://dict.cnki.net/dict_result.aspx?searchword=%e4%b8%ad%e9%97%b4&tjType=sentence&style=&t=intermediate
http://dict.cnki.net/dict_result.aspx?searchword=%e8%b0%83%e8%8a%82&tjType=sentence&style=&t=regulation
http://dict.cnki.net/dict_result.aspx?searchword=%e6%80%bb%e5%ba%93%e5%ae%b9&tjType=sentence&style=&t=total+storage
http://dict.cnki.net/dict_result.aspx?searchword=%e6%80%bb%e5%ba%93%e5%ae%b9&tjType=sentence&style=&t=total+storage
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Figure 3. The comparison figure between 

measured and trained values of monthly inflow 

of PanJiaKou (January 1975 - December 

1995) 

Figure 4. The comparison figure between 

measured the fitted values of monthly inflow 

reservoir of PanJiaKou reservoir (January 

1996 –2000) 

  

Figure 5. The comparison figure between 

measured and trained values of monthly 

inflow of DaHeiTing (January 1975 - 

December 1995) 

Figure 6. The comparison figure between 

measured the fitted values of monthly inflow 

reservoir of DaHeiTing reservoir(January 

1996 –2000) 

  
Figure 7. The comparison figure between 

measured and trained values of monthly 

inflow of Taolinkou of Taolinkou 

reservoir(January 1996 –2000) 

Figure 8. The comparison figure between 

measured the fitted values of monthly inflow 

reservoir(January 1975 - December 1995) 

 

 

The Panjiakou Reservoir from the year 2001 to 2005 of annual runoff were predicted 

and compared with the actual value. The forecast effect is shown in Fig. 8. 
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Figure 8. The figure of error changing about network model trained values 

 

 

The analysis of Figure 8 shows, the BP neural network model based on ant colony 

optimization is reasonable and reliable.it can make a prediction of reservoir runoff; 

According to the result of calculation Formula (4), the error between the fitting results 

and the measured values is compared within 10%. It shows that the training accuracy is 

higher and can meet the demand, so the runoff of the reservoir can be predicted. 

In order to explain the prediction effect of different algorithms, the average absolute 

error (AAE), maximum relative error(MRE) and root mean square (RMS) are proposed. 
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In the formula, kx  is the network output value; '
kx  is the true value; n  is 

the total number of sample. The error comparison of several algorithms is described in 

Table 2 with Panjiakou reservoir. 

 
Table 2. The error comparison of several algorithms with Panjiakou reservoir    

Difference 

algorithms 
AAE MRE RMS 

BP 6.24 9.62 7.63 

PSO-BP 5.38 8.35 6.32 

ACO-BP 4.25 7.01 5.24 
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Through the comparison of error indicators which include average absolute error, 

maximum relative error and root mean square difference, etc, we can see from Table 2, 

the optimized BP neural network algorithm based on ant colony algorithm proposed in 

this paper has better fit performance and predictability, mainly because the PSO 

algorithm in the context of the search cannot easily find the local optimization, and easy 

to fall into them, so the accuracy of its operation is not very satisfactory. In the search 

process, it will find the optimal value, but there is no guarantee that this is the global 

optimal, the ant colony algorithm is relatively good in this respect. Thus, the optimized 

BP neural network algorithm based on ant colony algorithm improves the accuracy of 

hydrological prediction to reduce the error. 

Conclusions 

In this paper, the ant colony optimization algorithm is introduced into the neural 

network. Random disturbance strategies are added. In this paper, we make full use of 

the strong memory and associative ability of neural network as well as the 

characteristics of state stability and the local search ability of ant colony algorithm. At 

the same time, we get rid of such problems as lacking information pheromone in the 

initial stage, getting trapped in a local optimum easily of ant colony algorithm in solving 

the model, improving the accuracy of calculation. The algorithm is applied to the 

prediction of runoff in reservoir. The error between the fitting results and the measured 

values is compared to get the result within 10%, which is able to meet the requirements. 

In this paper, the neural network model based on ant colony optimization is reasonable 

and reliable, which can predict reservoir runoff, training accuracy is higher, so we can 

predict the runoff of the reservoir. In spite of this, the forecast of uncertain factors such 

as reservoir runoff are uncertain, but in the actual operation, water and water has great 

randomness, so we need further stud the real-time forecasting of reservoir runoff. 
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