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Abstract. This paper aims to ascertain the variation in weather threat over time. To this end, the author 

established an assessment model of weather threat based on the Dynamic Bayesian Networks (DBN). 

Then, the Hidden Markov Model (HMM) was introduced to assess the level of weather threat. To validate 

the proposed method, a simulation was carried out on an Unmanned Aerial Vehicle (UAV), considering 

all five key weather factors affecting UAV safety. The results show that the DBN-based model is much 

more effective than the ordinary Bayesian Network (BN) in handling fuzzy information and complex 

weather conditions. The research findings shed new light on the accurate rout planning of an UAV. 
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Introduction 

Weather is a non-negligible factor in the rout planning of an UAV. Changeable 

weather poses a major threat to UAVs safety during reconnaissance missions. To 

minimize weather-induced loss and identify a safe route for UAVs, it is an urgent task 

to accurately quantify weather threat. Weather threat is too ambiguous, uncertain and 

time-dependent to be quantified by classical methods like function method (Paris and 

Erdogan, 1963). For instance, Tan and Du (2009) and Kilby and Hosseini (2004) 

reported that neither manned aircraft weather assessment nor engineering mathematic 

model can yield desirable results on weather threat on UAVs. Zhang et al. (2014) 

suggested that Gaussian approximation may lead to adverse weather. 

Many researches have been done on weather threat quantification. Ramli et al. 

(2014) solved the weather threat on airport security by fuzzy logic. Adiwijaya (2013) 

created a prediction model based on weather data, and enhanced its forecast accuracy by 

the hybrid fuzzy-genetic algorithm. Zhu et al. (2011) identified eight weather factors 

that affect flight safety, and assessed the level of weather threat by the backpropagation 

(BP) neural network. Based on neural network and fuzzy logic, Al-Matarneh et al. 

(2014) developed different weather prediction models for different regions. Sannakki et 

al. (2013) adopted feed forward neural network to predict disease outbreaks in grapes 

induced by weather. The static BN (Zhu et al., 2015; Luo and Chen, 2008) was also 

applied to the quantitative assessment of weather threat. 

In general, the above studies overlooked the time-dependence, failing to ascertain the 

variation in weather threat over time. The problem can be solved by DBN, a modelling 

and inference tool of dynamic and uncertain events. The DBN has been extensively 

applied in such fields as speech recognition (Zweig and Russell, 1998), threat 
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assessment (Tang et al., 2007; Zhang et al., 2005), and bio-sequence analysis (Tian and 

Lu, 2004; Hou et al., 2010). 

In view of the above, this paper sets up an assessment model of weather threat, and 

proposes the DBN-based synthetic fuzzy assessment method for the level of weather 

threat. The goal is to obtain a logical level of weather threat in consideration of various 

factors. Specifically, the simple weight mathematical assessment was improved to 

evaluate the threat index under the combined effect of various weather factors. The 

proposed method can significantly enhance the validity, feasibility and accuracy of 

weather threat assessment. 

The remainder of this paper is organized as follows: Section 2 introduces the Static 

Bayesian Network (SBN), the DBN, and Forward-Backward (FB) algorithm; Section 3 

establishes a weather threat model; Section 4 assesses weather threat through 

simulations and experiments; Section 5 wraps up this paper with some meaningful 

conclusions. 

Materials and methods 

Bayesian networks 

Bayesian networks are invented to handle vague and uncertain issues in the field of 

artificial intelligence. As an important tool of uncertainty inference, the networks apply 

probability and statistics in complex domains. The SNB is a Directed Acyclic Graph 

(DAG), a finite directed graph with no directed cycles. In the DAG, each node 

represents a variable, and the edge between two nodes reflects the direct dependence 

between the two corresponding variables. 

In general, the SBN consists of a structure diagram and a Conditional Probability 

Table (CPT). The CPT is a set of random variables to demonstrate marginal probability 

of a single variable with respect to the others. If a SBN provides sufficient conditional 

probabilities to derive any joint probability with given variables, then the network is 

considered calculable or inferential. 

If X = X1, X2, …, Xn is the set of variables, then the joint probability distribution can 

be expressed as Equation 1: 

 

 1 N 1 2 1 N 1 N 1 i 1...i 1 i i

1 1

(X ,...,X ) P(X )P(X | X )...P(X | X ,...,X ) (X | X ) (X | P (X ))
N N

arent

i i

P P P− −

= =

= = =   (Eq.1) 

 

where Parent(Xi) are the parent nodes of Xi. 

The SBN takes no account of the time elements of variables. Considering these 

elements, the network will change along the timeline, forming a DBN (Murphy, 2002). 

The DBN estimates the model state at each moment or a given moment based on 

multiple time observations, and deduces the final result through comprehensive 

consideration of the observations. The same features observed at different periods can 

supplement each other. Thus, the DBN overcomes the limit of single evidence 

inference, and acquires a strong inference power. 

Figure 1 depicts the extension of the DBN along the timeline. It is clear that the 

DBN contains an initial network B0 and a transfer network . The initial network 

represents the initial state of the network. The probability distribution of variables in the 

initial state is denoted as p(b[0]). The transfer network  describes the dependencies 
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between adjacent time slices in the network. The state transition probability between 

time t and time t + 1 is denoted as as p(x[t + 1]|x[t]). To sum up, the DBN can disclose 

the causal relationships between variables, and identify the evolutionary state of 

variables on time series, making it an ideal tool for simulating and inferring dynamic 

events. 

 

 

Figure 1. Initial network and transfer network structure of DBN 

 

 

FB algorithm 

Aiming to derive the probable values of hidden variables from numerous observed 

variables, the DBN is inextricably linked with the standard HMM. The network 

topologies of the two are interconvertible. The HMM inference is highly time-

dependent if there are only a few DBN nodes (Xiao, 2006). 

There are two main algorithms for HMM inference: the FB algorithm and Viterbi 

decoding algorithm. Considering the research content, the author adopted the FB 

algorithm to assess the level of weather threat. For the given model μ = (A,B,π) and 

observation sequence Y, the FB algorithm was introduced to infer occurrence 

probability of the sequence P(Y|λ). The FB algorithm relies on recursion operation to 

reduce the computing complexity in probability-solving problem. 

 

(1) Forward algorithm 

The forward variable is defined as: αt(i) = P(y1, y2, …, yt, xt = i|λ). 

Initialization (Eq. 2): 

 

 
1 1( ) ( ),1i ii b y i n =    (Eq.2) 

 

Recursion (Eq. 3): 
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Result (Eq. 4): 
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(2) Backward algorithm 

The backward variable is defined as: βt(i) = P(y(t+1), y(t + 2), …, yT, xt = i|λ). 

Initialization (Eq. 5): 

 

 ( ) 1,1T i i n =    (Eq.5) 

 

Recursion (Eq. 6): 
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Result (Eq. 7): 
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The forward and backward algorithms are combined as the FB algorithm which is 

shown in Equation 8: 
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The DBN-based weather threat assessment model for UAVs was set up in the 

following steps: First, determine the weather factors that affect the UAVs safety; 

second, carry out quantitative analysis on each factor; third, determine the CPT and 

Transition Probability Table (TPT). 

 

Weather factors affecting UAVs safety 

The accuracy inference of weather threat level relies on the determination of typical 

weather factors. In light of the features of DBN, four factors were selected out of the 

various weather factors that affect the UAVs safety. 

Threat Level (TL): As the parent node, the TL assesses the threat condition 

probability of UAVs flight at a certain point under various weather factors. In the US, 

EU and China, the weather TLs are depicted by four colours: blue (common), yellow 

(serious), orange (severe) and red (dangerous). 

Weather Type (WT): Each type of weather has its unique impact on UAVs flight. For 

simplicity, the weather conditions were divided into 3 levels: mild (breeze, drizzle, 

sunny, etc.), common (moderate rain, fresh breeze, etc.) and dangerous (thunderstorm, 

tornado, etc.). The division clarifies the threat levels and reflects the features of DBN. 

Intensity of effect (IOE): The intensity of effect varies with weather types. It is 

quantitatively classified in this paper. 

Relative Location (RL): Both the effect range of weather and UAVs location are 

constantly changing. Therefore, the distance from the UAVs to the effect centre of the 

weather changes all the time. The variation in the relative location has a significant 

impact on the level of weather threat. 



Miao et al.: Weather threat assessment 

- 9395 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 17(4):9391-9400. 

http://www.aloki.hu ● ISSN 1589 1623 (Print) ● ISSN 1785 0037 (Online) 
DOI: http://dx.doi.org/10.15666/aeer/1704_93919400 

 2019, ALÖKI Kft., Budapest, Hungary 

Flight Type (FT): The UAVs flies at different altitudes depending on the specific 

conditions. The maneuver operations include steep climb, dive, quick turn, and gentle 

turn. Under the same condition, the damage probability of the UAVs changes with time. 

It is assumed that the sudden flight operations (e.g. steep climb, dive, quick turn) are 

much more likely to be threatened than smooth flight operations (e.g. gentle turn). 

The above factors were taken as the key to the flight analysis of the UAVs. 

Considering the factor of time, the authors created a weather threat assessment model as 

shown in Figure 2. 

 

 

Figure 2. DBN model of weather threat 

 

 

Quantification of each factor 

Let S be the set of states of each node in the model. The factors were distinguished 

by the following subscripts: 

SWT = {dangerous, common, gentle}; 

SIOE = {powerful, strong, middle, weak}; 

SRL = {far, medium, near}; 

SFT = {sudden flight, smooth flight}. 

As mentioned before, the weather conditions were divided into 3 levels. The levels 

were ranked as dangerous weather, common weather and mild weather in descending 

order of the threat level to the UAVs. 

Four-level quantification was employed to identify the exact IOE of each weather 

type. The distance from the UAVs to the energy centre was also taken into account in 

the quantification process. Its effect on threat level was ascertained by three-level 

quantification. 

Furthermore, the flight attitudes of UAVs were classified into two categories. The 

sudden flight operations pose a great threat to UAVs, while the smooth flight operations 

have a limited threat. For convenience, the flight attitudes were partitioned according to 

the possible directions. 

 

Determination of the CPT 

The CPT was adopted to depict the casual relationship between the threat level in the 

DBN and the relevant factors. The table reflects the expert knowledge, including the 

experience and priori knowledge. Owing to subjectivity, there is a certain deviation 

between the expert knowledge and the actual results. If conditions permit, the CPT 



Miao et al.: Weather threat assessment 

- 9396 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 17(4):9391-9400. 

http://www.aloki.hu ● ISSN 1589 1623 (Print) ● ISSN 1785 0037 (Online) 
DOI: http://dx.doi.org/10.15666/aeer/1704_93919400 

 2019, ALÖKI Kft., Budapest, Hungary 

should be modified to a certain extent. Table 1 shows the CPT of the factors in the 

weather threat assessment model. 

 
Table 1. Conditional probability table of weather factors 

Threat 

level 

P(WT|TL) 

[dangerous, common, 

gentle] 

P(IOE|TL) 

[powerful, strong; 

middle, weak] 

P(RL|TL) 

[far, medium, 

near] 

P(FT|TL) 

[sudden flight, 

smooth flight] 

Low 0.15 0.25 0.60 0.15 0.15 0.20 0.50 0.10 0.40 0.50 0.20 0.80 

Middle 0.20 0.45 0.35 0.35 0.45 0.10 0.10 0.20 0.60 0.20 0.30 0.70 

High 0.80 0.15 0.05 0.80 0.10 0.05 0.05 0.70 0.20 0.10 0.80 0.20 

 

 

In Table 1, the first column lists the conditional probabilities of the three weather 

types (P(WT|TL)), which are respectively 15%, 25% and 60% at low TL, 20%, 45% and 

3 at medium TL, and 80%, 15% and 5% at high TL. The conditional probabilities of the 

other factors can be understood in a similar way. 

 

Determination of the TPT 

As shown in Table 2, the random probability refers to the state transition probability 

between two time slices when the network changes along the timeline. 

 
Table 2. Transition probability table of DBN 

                                 TL(t + 1) 

        TL(t) 
Low Middle High 

Low 0.7 0.2 0.1 

Middle 0.15 0.65 0.2 

High 0.1 0.2 0.7 

Results and discussion 

The proposed DBN-based weather threat assessment model was applied to a 

simulation, aiming to infer the probabilities of different weather threat levels. Then, the 

weather threat levels were derived accurately, laying the basis for scientific route 

planning of UAVs.  

Without any observational evidence, the high threat level ( ), the medium threat 

level ( )) and the low threat level ( )) were assumed as 0.3, 0.4 and 0.3, 

respectively. Suppose the nodes are mutually independent. Then, the author began to 

collect the data on each node. Assuming that a UAVs was on a mission, the weather 

conditions were monitoring at ten different moments of the flight, and the factors 

related to the threat of the target UAVs were described in real time. 

Based on the observational evidence, ten observed values of the target were recorded 

(Table 3). The weather threat levels were figured out by comparing the data on the 

target UAVs at different moments. Next, the weather threat was assessed by the DBN 

and the ordinary Bayesian network (BN), respectively. The assessment results are 

presented in Table 4 and Figure 3. When the data were normal, both the DBN and the 

BN inferred the right results, despite a slight difference.  
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Table 3. Observation evidence table of UAVs at different time 

Time 

WT IoE RL FT 

(dangerous, 

common, gentle) 

(powerful, strong, middle, 

weak) 
(far, medium, near) 

(sudden flight, 

smooth flight) 

1 (0.2, 0.3, 0.5) (0.1, 0.15, 0.2, 0.55) (0.1, 0.2, 0.7) (0.3, 0.7) 

2 (0.3, 0.5, 0.2) (0.1, 0.2, 0.2, 0.5) (0.1, 0.2, 0.7) (0.4, 0.6) 

3 (0.3, 0.5, 0.2) (0.2, 0.2, 0.5, 0.1) (0.1, 0.3, 0.6) (0.35, 0.65) 

4 (0.25, 0.55, 0.2) (0.05, 0.65, 0.25, 0.05) (0.3, 0.5, 0.2) (0.3, 0.7) 

5 (0.3, 0.6, 0.1) (0.3, 0.5, 0.1, 0.1) (0.2, 0.6, 0.2) (0.7, 0.3) 

6 (0.7, 0.2, 0.1) (0.1, 0.6, 0.2, 0.1) (0.2, 0.7, 0.1) (0.4, 0.6) 

7 (0.6, 0.3, 0.1) (0.6, 0.2, 0.15, 0.05) (0.25, 0.55, 0.3) (0.45, 0.55) 

8 (0.7, 0.2, 0.1) (0.7, 0.1, 0.1, 0.1) (0.6, 0.3, 0.1) (0.75, 0.25) 

9 (0.3, 0.6, 0.1) (0.1, 0.1, 0.7, 0.1) (0.6, 0.2, 0.2) (0.4, 0.6) 

10 (0.2, 0.5, 0.3) (0.65, 0.05, 0.15, 0.15) (0.7, 0.2, 0.1) (0.65, 0.35) 

 

 
Table 4. Simulation results of weather threat when data is normal 

Time 

Assessment results of 

weather threat by DBN 

Assessment results of 

weather threat by BN 

High Middle Low High Middle Low 

1 0.0003 0.0075 0.9923 0.0012 0.0154 0.9834 

2 0.0010 0.0685 0.9304 0.0093 0.1564 0.8343 

3 0.0159 0.5164 0.4677 0.0296 0.6391 0.3314 

4 0.2264 0.7018 0.0718 0.2500 0.6750 0.0750 

5 0.4868 0.5110 0.0022 0.3855 0.6072 0.0072 

6 0.7548 0.2421 0.0031 0.5517 0.4565 0.0217 

7 0.9373 0.0618 0.0009 0.7317 0.2561 0.0122 

8 0.9941 0.0059 0.0000 0.9480 0.0516 0.0004 

9 0.9782 0.0206 0.0012 0.7485 0.2156 0.0359 

10 0.9580 0.0415 0.0005 0.8540 0.1435 0.0026 

 

 

  

Figure 3. Assessment results of weather threat using DBN and BN 
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Sometimes, the data became abnormal due to measuring error or other reasons. Here, 

(0.7,0.1,0.1,0.1) was changed to  = (0.1,0.1,0.7,0.1), where is the 

observation probability of the IoE at time t. In this case, the assessment results are given 

in Table 5 and Figure 4. 

 
Table 5. Simulation results of weather threat using DBN and BN when abnormal data 

occurred 

Time 
Assessment results of weather threat by DBN Assessment results of weather threat by BN 

High Middle Low High Middle Low 

1 0.0003 0.0075 0.9923 0.0012 0.0154 0.9834 

2 0.0010 0.0685 0.9304 0.0093 0.1564 0.8343 

3 0.0158 0.5166 0.4676 0.0296 0.6391 0.3314 

4 0.2257 0.7024 0.0718 0.2500 0.6750 0.0750 

5 0.4850 0.5127 0.0022 0.3855 0.6072 0.0072 

6 0.7514 0.2455 0.0031 0.5517 0.4565 0.0217 

7 0.9315 0.0676 0.0010 0.7317 0.2561 0.0122 

8 0.9806 0.0193 0.0000 0.9480 0.0516 0.0004 

9 0.7551 0.2386 0.0063 0.1773 0.7660 0.0567 

10 0.8874 0.1115 0.0010 0.8540 0.1435 0.0026 

 

 

  

Figure 4. Assessment results of weather threat when abnormal data occurred 

 

 

As shown in Figure 4, the DBN managed to infer the weather threat correctly before 

and after the abnormal data occurred at time 9, although the states of weather factors 

changed over time and the threat levels were unclear according to the reference tables. 

By contrast, the BN only derived the right results based on the current data. Therefore, 

the DBN is much more accurate than the BN in the inference of weather threat level, in 

spite of the alteration or missing of the feature values. 

Conclusions 

This paper puts forward a weather treat assessment model based on the DBN, and 

determines the probability distribution of weather threat level by the HMM inference 
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method. The model considers all the key factors affecting the weather threat level, 

including some continuous observed data. Through the numerical simulation of UAVs 

flight, it is concluded that the DBN-based model is effective and feasible. The model 

has a great potential of application in fields like battlefield situation assessment, target 

recognition, etc. In the next step, it is proposed to automatically construct a 

meteorological threat assessment model through Bayesian learning method, which 

makes the constructed model more reasonable and accurate, and applies the weather 

threat assessment results to multi-UAV multi-target mission planning. 
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