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Abstract. K-means clustering combined with genetic algorithm (GA) techniques are used to improve the 

accuracy of estimation process and to minimize computational effort for solving nonlinear optimization 

problems. The main purpose of K-means clustering is to exhibit faster convergence which turns into quick 

evolution. This paper focuses on newly proposed cluster based GA selection techniques for solving 

unconstrained optimization problems. The K-means cluster based genetic algorithm (GKA) selection 

techniques comprise of four major stages: clustering, membership probability indexing, fitness evaluation 

and selection. The hybridization of genetic algorithm and clustering will effectively cater the problem of 

population diversity and selection pressure. There are two types of GKA selection techniques that are 

examined, the first selection technique (GKAF) includes two proposed selection operators which are linked 

with a fixed number of clusters while the second technique (GKAopt) is based on the optimum number of 

clusters. The main focus of these new selection techniques is to preserve population diversity as well as to 

avoid local optima. The performance of each technique is evaluated through eleven well known benchmark 

functions. On the whole, the novel cluster based selection techniques are demonstrated to be extremely 

efficient and effective for achieving optimum solutions which are verified by simulated results. 

Keywords: cluster evaluation, selection operators, benchmarks, selection pressure, population diversity, 

comparisons 

Introduction 

There has been a significant growth in the fields of artificial intelligence, 

computational analysis, data mining and optimization in recent years. Classical 

techniques are unable to solve complex problems efficiently in the fields of 

computational engineering, transportation, energy, and management (Zhang et al., 

2014). Hence the edification of optimization algorithms can be classified into stochastic 

and deterministic approaches (Fister et al., 2013). Mostly, deterministic algorithms are 

gradient based algorithms that employ the function values with their derivatives. These 

algorithms are very much useful for smoothing unimodal problems, but in terms of 

some discontinuous functions, non-gradient algorithms will be preferred (Yang, 2014). 

Hooke–Jeeves pattern and Nelder–Mead downhill simplex (Rajan and Malakar, 2015) 

search techniques are some of the examples of non-gradient based algorithms. In regard 

of stochastic approach, heuristics and meta-heuristics are two types of stochastic 
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algorithms. The major focus of stochastic techniques is to obtain feasible solutions at 

optimum scenario. There is no surety for finding absolute optimum solutions; however, 

it is presumed that mostly stochastic algorithms will achieve nearly optimal solutions. 

Genetic algorithms (GAs) are stochastic based-heuristic search techniques that 

originated from biological evolution theory and applied in solving practical problems in 

the field of human developments. In the process of GAs, sometimes the optimal solution 

may not be feasible due to internal deficiencies such as less computational efficiency and 

premature convergence (Aibinu et al., 2016). GA does not have much mathematical 

requirements. Due to their developmental nature, GA will hunt down arrangements 

without looking to the particular internal working of the issue. It can deal with any sort of 

target capacities and imperatives (i.e. direct or nonlinear) characterized on discrete, non-

stop or blended inquiry spaces. Hence the main focus of genetic algorithm (GA) is to find 

the best techniques through suitable adjustment between exploration (population 

diversity) and exploitation (selection pressure/premature convergences) (Haq et al., 

2019a). 

On the other hand, clustering is an algorithmic technique to organize the numeric 

information into meaningful groups. It can also be described as an unsupervised 

arrangement whereby the data values are clustered using specific information that is 

available in the dataset and also have prior knowledge about the number of clusters ‘K’. 

This method is often used to discover the patterns of a given dataset (Li et al., 2015). 

The dataset contains information on variables and usually one attempt to reorganize the 

useful variables that have the same characteristics into the same group or cluster. 

However, the main challenge with the clustering is that different clustering algorithms 

may provide different clusters for the same dataset (Rehman and Islam, 2011). A good 

clustering algorithm is the algorithm that can reflect the natural clusters in a dataset and 

at the same time, attain the lowest validity index value (Islam et al., 2018). The 

clustering validity indices usually measure the compactness and the differentiability of 

the clusters. The detailed summary regarding strength and weakness of GA 

(Sivanandam and Deepa, 2008; Aibinu et al., 2016) and K means clustering (Islam et 

al., 2018) is presented in Table 1. 

Genetic algorithm is one of the well-known optimization algorithms used to 

overcome K-means weakness. The major focus of GA based algorithm was to generate 

high quality clusters in minimum time. Some algorithms have also been designed in a 

multi-objective optimization form to understand and implement problems that are 

multifarious. In present study, we will focus on the cluster based selection techniques in 

genetic algorithm (GA), where clustering is used to organize the population of 

chromosomes/individuals for the process of reproduction and recombination. Hence, 

these newly proposed K-means cluster based genetic algorithm (GKA) selection 

techniques are effectively handle unconstraint optimization problems. The GKA method 

comprises of four major stages: clustering, membership probability indexing, fitness 

evaluation and selection. Hence the hybridization of genetic algorithm and clustering 

will effectively cater the problem of population diversity and selection pressure. A 

membership selection probability to each individual is followed by clustering. Fitness 

scaling modified the membership results in regard of selection function. Here two 

versions of (GKA) selection techniques are examined, the first selection technique 

(GKAF) has two proposed selection operators which are linked with fixed number of 

clusters and the second technique (GKAopt) is based on the optimum number of clusters. 

The performance of each technique is evaluated through eleven well-known benchmark 
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functions. The simulated results reveal that the proposed cluster based selection 

methods outperform as compared to others for achieving optimum solutions. 

 
Table 1. Detailed summary regarding strength and weakness of algorithms 

Type Strength Weakness 

Genetic algorithm 

• Conceptually easy to understand and 

 execute 

• Efficiently perform for large scale 

 complex optimization problems 

• Handle complex and noisy functions 

 easily 

• Powerfully handle difficulties in 

 evaluation process of the objective 

 function 

• Require no prior knowledge or gradient 

 information about the problem 

• Avoid to become stuck at local optima 

• Difficulty in identifying 

 fitness function and 

 representation of 

 optimization problems 

• Occurrence of premature 

 convergence 

• Difficulty in selection of 

 different parameters like 

 population size, crossover and 

 mutation rate etc. 

• Population diversity 

• Configuration is not so simple 

 and straightforward 

K-means clustering 

• Relatively easy to implement 

• Computationally faster than other 

 clustering methods with large 

 population size 

• Clustering process is surely 

 convergent 

• Easy adaptation for new examples 

• Easy generalization of clusters to 

 different shapes and sizes 

• Number of clusters must be 

 determined before the iterative 

 process begins 

• Clustering result is extremely 

 sensitive to the initial seed-

 points 

• Noise, or outliers and empty 

 clusters decline the superiority of 

 the K-means clustering result 

• Neglects to recognize non-

 straight detachable groups in the 

 input space 

 

 

The remainder portion of this research is presented as: in “Literature review”, we 

comprise of some relevant study for K-means clustering co-integrated with optimization 

algorithms. Defining problem along with working strategy of genetic algorithm is 

described in “Defining problem through hybridization of K-means clustering and 

genetic algorithm”. The proposed selection strategy is comprehensively discussed in 

“Proposed K-means cluster based GA selection operators”. A detailed description about 

the benchmark functions is presented after the proposed work, while simulated results 

and performance evaluation of proposed methods are demonstrated in “Statistical 

results and discussion“. Finally, “Conclusions and future work” is provided at the end of 

the study. 

Literature review 

There are several algorithmic techniques like simulated annealing (Hatamlou et al., 

2012) in the literature which are helpful to solve cluster problems. GA is one of the 

most promising algorithms that have consistently performed well in solving clustering 

problems. The capability of GA has proven to obtain efficient and effective results and 

provide appropriate clustering. In the past several years, GA has been extensively used 

as an optimization method in various domains such as image processing (Loai et al., 
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2008; Younus et al., 2015; Huang and Ma, 2019; Belahbib and Souami, 2011), and 

clustering (Lin et al., 2005; Maulik et al., 2011; Murty et al., 2008) to name a few 

examples. There are several literature reviews that focus on the application of GAs to 

cluster integer data. All of these methods showed good performance and better results 

when compared to other clustering methods. However, some of these methods have 

drawbacks and need to be improved to develop a better clustering algorithm. 

Genetic K-means Algorithm, GKA is one of the examples of GAs that was proposed 

to improve the performance of K-means. The main objective of GKA is to find the 

global optimum of the given dataset and partition the data into a specified number of 

clusters. In GKA, instead of using a common crossover operator K-means are used 

(Zeebaree et al., 2017) as search operators. The problem of minimizing the total within 

cluster variation (TWCV) was also handled successfully by GKA. 

Lu et al. (2004) proposed a Fast Genetic K-means Algorithm, FGKA, which was 

inspired by GKA, by incorporating several improvements over GKA. Both FGKA and 

GKA achieved the objective of their studies which converged to the global optima, and 

the study found that FGKA runs faster than GKA. Maulik et al. (2011) proposed a GAs 

based clustering where chromosomes were represented by the strings of the real 

numbers and encoded a fixed number of cluster centers in RN. This algorithm was then 

extended by Maulik et al. (2011) and named as Genetic Clustering for Unknown K 

(GCUK). To check the performance of the algorithm, Maulik et al. (2011) compared the 

minimum value of the objective function in the K-means algorithm with the same K, 

and showed that the GCUK outperform the K-means. In GCUK, Maulik et al. (2011) 

used the Davies Bouldin (DB) index to measure the validity of the clusters. These two 

algorithms used the Euclidean distance to calculate the distance from a point to a cluster 

center. GCUK became the most effective GAs clustering method but due to the real 

number representation, it took a longer time to converge (Lin et al., 2005). 

In a paper by Lin et al. (2005), the cluster centers were selected directly from the 

data set and they constructed the look-up table to save the distances between all pairs of 

the data points. This process allowed the algorithm to speed up the evaluation of the 

fitness value. In GCUK, GAs clustering by Maulik et al. (2011), the string 

representation was used to encode the variable number of cluster centers, while Lin et 

al. (2005) used the binary representation. A cluster based genetic algorithm with 

polygamy and dynamic population control procedure have been suggested by Aibinu et 

al. (2016) with an application of route optimization problem. Islam et al. (2018) 

presented an effective genetic algorithm that combines the capacity of genetic operators 

to conglomerate different solutions of the search space with the exploitation of the hill-

climber cycles of K-means. 

Defining problem through hybridization of K-means clustering and genetic 

algorithm 

It is very important for any clustering algorithmic to find approximate or global 

optima for complex nonlinear optimization problems (Maulik et al., 2011). The K-

means clustering algorithm is quite likely to converge to a suboptimal position. The key 

benefit of stochastic optimization approach over deterministic techniques is that they are 

unable to converge to local optima. Hence, stochastic techniques are able to solve 

clustering related problems; such as genetic algorithms, ant colony optimization, 

simulated annealing and other evolutionary techniques. 
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Genetic Algorithms (GAs) play with the idea of the evolutionary process where the 

chromosomes will have to compete with each other to have a place in the next 

generation. Strong chromosomes have more chance to survive and usually the weak 

chromosomes have limited chance. GAs are working with a search space that contains 

all feasible solution. It means that each of the points in the search space represents one 

feasible solution that will be marked according to its fitness through objective functions. 

The core processes of GAs are selection, crossover and mutation. All the processes of 

GAs make this algorithm more unique as compared to other conventional algorithms for 

the optimization. The selection process aims to select the good chromosomes which will 

be sent to the mating pool to combine with the other chromosomes where the features of 

parents are combined to form new offspring through crossover process (Haq et al., 

2019b). Crossover process creates offspring with the help of those parents which are 

selected through the selection operator. Meanwhile the mutation process aims to 

encourage diversity in the new population with a very small probability. 

Normally GA is a deliberately stochastic process, i.e. an ordered chain of well-

defined states, whereby suitable solutions to given problems are determined by using a 

population of selected individuals. These individuals are examined by using some 

fitness criterion against the specific problem and using some predefined convergence or 

stopping procedure for the process to be terminated (Devooght, 2010). In Markov 

Chain, development of problem is based on modelling and analysis of GA (Eiben and 

Smit, 2011). Therefore, one of the most significant feature of GA is stochastic aspect 

which demonstrate the selection and formation of new chromosomes. 

The conventional GA, may be characterized by the following schematic scheme: 

1. Selection of all individuals as parents followed by a randomization approach 

(Zeebaree et al., 2018). 

2. Genetic operators are used for a generation of offspring. 

3. The new population of chromosomes are selected from the mixture of the old 

and newly generated offspring without changing the size of the string. 

4. The main features including the fitness value of new chromosomes are 

examined against the termination criterion, the algorithm either stops or 

continue to the next step. 

 

Genetic operators have the ability to maintain the genetic diversity throughout the 

generations. Variability in genetics or genetic diversity is necessary for the evolutionary 

process. The core intension of the genetic process is the creation of the fittest population 

which depends on the valuable cooperation between the genetic operators. The initiation 

of the idea regarding clustering in genetic algorithm is originated in the context to 

enhance the quality of solutions by avoiding excessive exploitation and restricting local 

optima instead of global optimum solution (local maximum or minimum solutions). The 

methodology of clustering is to enhance the selection probability for the convergence to 

the global optima by adequately covering the solution space, yet ensuring appropriate 

selection pressure to attain even better solutions from current population. 

Moreover, there is not a rule of thumb for evaluating the performance of GA by 

choosing an appropriate optimization function. Therefore, the performance of the 

algorithm is based on the nature of the problem regarding variation rate in objective 

function and the number of local optima etc. (Hussain et al., 2017). A multimodal 

function has at least two local optima. The efficient search procedure must be proficient 

in eliminating the region around local optimum in context of the search for global 
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optima. The scenario becomes more complex in a situation of random distribution of 

local optima in search space. By hybridizing the strength of genetic algorithm and 

clustering of the fitness values, a detailed description of the proposed KGA 

methodology is revealed in the following section. 

Proposed K-means cluster based GA selection operators 

In this section, we briefly describe the process of proposed selection operators of 

genetic algorithm K-means clustering (GKA) for obtaining optimum solution of 

unconstraint optimization problems. Here, we use a standard genetic algorithm with 

objective function  to evaluate the performance of proposed GKA algorithm. These 

proposed techniques which cater the short comings associated the conventional section 

(selection) methods by minimizing the distance between centers and individuals by 

enhancing the search space. 

 

GKAF 

The proposed methodology about selection operators of GKA is unique in such a way that 

the individuals of the population are divided into homogenous groups/clusters. These clusters 

are internally homogenous and externally heterogeneous as possible. These newly proposed 

selection techniques will resolve two important issues i.e. exploitation and exploration. 

Exploration means identifying potential areas of search space and discover new knowledge 

(Yang et al., 2009). It is also a process of attaining new information by visiting new states. 

Exploitation generates information and transmission of adaptation, which means optimizing 

within a promising region. Pure stochastic search is suitable at exploration while hill climbing 

is best at exploitation (Das et al., 2008). Recombination of the individuals within same cluster 

reduces population diversity and thus compromising scenario between the exploration and 

exploitation is mainly determined through clustering within individuals of the population. 

The basic aim of the clustering is to explore a specific sequence among the data points that 

are exploratory in nature (Jain, 2010). The main focus is to organize datasets by using 

clustering technique which requires some divergence among the nature of the datasets and 

according to the purpose of analysis. Several types of clustering algorithmic techniques have 

been proposed (Jain, 2010; Belhaouari et al., 2014; Xu and Wunsch, 2005; Islam et al., 2018) 

i.e. taxonomy of clustering, discussions on primary short comings and major issues. One of 

the simplest and most popular clustering algorithmic technique is the K-means algorithm 

(KMA), and was originated by Steinhaus (1956). Although it was quite long ago, this 

technique is still the most widely used algorithm for clustering. 

Our interest in this study was to cluster the fitness values to observe the same pattern 

for the selection of individuals. Illustratively, a set of ‘n’ variables 

 to be clustered with each of these is an attribute vector 

used to describe the variables. These variables will be clustered into a set of clusters, 

where K is the number of clusters. 

The clusters are mutually exclusive . The numbers of K may 

be priori known or not. Let  be the mean of the cluster Ck. The main objective of 

clustering is to find the minimum distance between to the closest center  as follows 

in Equation 1. 

 

  (Eq.1) 
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The most familiar clustering technique is K-means (Islam et al., 2018) clustering 

which is an iterative procedure which is flexible to implement (Jain, 2010). 

The procedure of K-means clustering along with inclusion of selection probabilities 

through GA can be described below: 

1. Initially, the cluster centers are selected for each 

respective clusters . 

2. The new cluster membership is calculated by assigning each data value to the 

closest centers. 

3. After allocation of data value to new cluster, cluster centers are re-computed. 

4. If all cluster center stay in its position the algorithmic process is terminated. 

Otherwise, the procedure will be repeated from Step 2. 

5. The selection probabilities are computed from proposed selection operators. 

6. The parents are selected through recombination process. 

 

To improve the performance of the GA process, a newly proposed cluster based 

selection operator through membership probability index that is assigned to each 

individual after clustering phase. Basically fitness evaluation will be transformed into 

membership probabilistic scores in range those are appropriate for selection. The 

membership probability score of an individual is a measurement of its affiliation with 

respect to both designated and external clusters. Hence proposed cluster based selection 

techniques create a balance between selection pressure and population diversity. In 

other words, these techniques are helpful for suitable adjustment between selection 

pressure and population diversity (Hussain and Muhammad, 2019). It has been also 

perceived that the mating pool may comprise of all higher proportionate individuals on 

absolute uniform scaling. These proposed selection techniques will be helpful in 

minimizing the selection pressure and improving the search space through clustering 

approach. The initiation of K-means clustering concept with new selection probability 

indices will definitely introduce greater diversity in the population thus offering better 

solution with sustainable convergence speed. In fact, new selection techniques create a 

balance between selection parameters. The mathematical ecology of the two newly 

proposed selection probability indices are shown in Equations 2–7: 

 

Cluster based selection operator-1 

 

  (Eq.2) 

 

where 

 

  (Eq.3) 

 

and 

 

  (Eq.4) 
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Cluster based selection operator-2 

 

  (Eq.5) 

 

where 

 

  (Eq.6) 

 

and 

 

  (Eq.7) 

 

where N is the size of the population of individuals, K is the number of cluster along 

with cluster size hj. Wj is the proportion of the cluster from individuals’ population. 

Here some theoretical findings associated with cluster based selection probability are 

given below. 

1. The cumulative probabilities of jth clusters with size hj is equal to Wj, hence 

clusters with more individuals will be obtained larger probability sum of each 

cluster. Moreover, an individual with higher fitness value within the cluster 

allocated lower selection probability to control selection pressure and 

population diversity increased. 

2. By reducing the recombination probability, the cluster will avoid premature 

convergence and lower selection probability will be awarded to each 

individuals in larger clusters. 

3. The cumulative selection probability is equal to one i.e. 

. 

 

In the process of fitness evaluation, fitness scaling transforms the membership scores 

in a range appropriate for the selection function which selects the parents for the next 

generation. The selection function assigns a higher selection probability to individuals 

with higher scaled values. The range of the scaled values can affect the GA 

performance. High variation in scaled values result in rapid reproduction and prevent 

the GA from searching other regions in the search space. On the other hand, lower 

scaled value variations give the same opportunity for reproduction resulting low search 

space progress. Figure 1 depicted the proposed K-means cluster based GA selection 

scheme framework. 

 

GKAopt 

It is quite clear that the validation of clusters plays a vital role to improve the 

performance of cluster based GA. Validity of clusters is done to measure the quality of 

the clustering methods based on the compactness and separateness of the clusters. There 

are two major types of approaches for clusters validation: 

External index is used to measure the extent to which cluster labels match externally 

supplied class labels, e.g. Rand and Adjusted Rand index. 
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Figure 1. Frame work of proposed cluster based selection process 

 

 

Internal index is used to measure the goodness of a clustering structure without 

respect to external information e.g. Davies-Bouldin index, Dunn’s index, Xie-Beni 

index, Silhouette index. 

The Silhouette index (Mahi, et al., 2018) is one of many cluster indices that can be 

used to find the number of clusters. The highest value of the average of the Silhouette 

index si indicates a suitable number of clusters. This index is an internal cluster index 

that can be used as a tool to find the suitable numbers of K with a graphical aid to show 

the performance of the clustering algorithm. 

For each datum i, the Silhouette index can be defined as follows in Equations 8 and 

9: 

 

  (Eq.8) 

 

which is 

 

  (Eq.9) 

 

where a(i) the average dissimilarities of i with all data points in the same cluster and b(i) 

the average dissimilarity of i between the other neighbouring cluster. The smallest 

values of a(i) will indicate the better cluster while the largest values of b(i) will represent 

a cluster badly matched to its neighbour. If the value of (si) is close to 1, then we can 

say that it is well-clustered. However, if (si) is near to 0, then it is not clear in which 

cluster i belongs to. The larger the average value of the Silhouette index (si), the better 

the performance of the results. 
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GKA is a single objective optimization method that use only one fitness function. 

DB index (Mahi, et al., 2018) is used as their fitness function to measure the validity of 

the clustering algorithm. This index measured the similarity between the clusters (how 

separated and compact are the clusters). The lowest values of the index indicate the 

better clustering and how well the clusters are separated. For these reasons, this study 

uses the DB index. 

The DB index measures the similarity of the clusters by calculating the function of 

the ratio of the sum within cluster scatter to the between cluster separation. The scatter 

within the Ci for the ith can be computed as in Equation 10: 

 

  (Eq.10) 

 

where ci is the center of the cluster Ci. Usually the choice of q is 2, where a Euclidean 

distance measured between the center of the cluster and the individual data points. The 

Ri,qt in Equation 11 denotes the similarity of Ci to the other clusters. In this study, the 

Hamming distance is denoted in dij,t = d(Ci;Cj). 

 

  (Eq.11) 

 

where . 

Hence the fitness value can be evaluated by: 

 

  (Eq.12) 

 

From Equation 10, the measure of dispersion of a cluster Ci; i = 1,…….,Ki is represented 

by Si,q. The evaluation of the DB index for the chromosome Chi is defined in Equation 12 

where the lowest value is indicated the better clustering. The whole process of GKAopt 

technique focuses on finding optimum number of clusters within a range of clusters through 

evaluation of validity index functions. Hence the number of clusters K and the searching for 

kth is constrained to a suitable interval [Kmin; Kmax], where Kmin > 2 and Kmax ≤ n = 10. The 

individual has a fixed length of Kmax. While, the number of K is held to fixed then 

Kmin = Kmax. The reason to hold the K constant is to make sure that the best number of 

clusters has been pre-specified and its validity tested by the Silhouette index, whereas the 

minimum value of DB determines the optimization of clusters. 

 

Benchmark functions 

There are several optimization procedures claiming dominance over other 

procedures. Hence, to obtain an optimum solution, benchmark functions can be utilized 

as indicators to authenticate their effectiveness. Many benchmark functions along with 

their properties have been used to appraise the feasibility of optimization problems. 

Hence the efficiency of algorithm is based on the nature of the optimization problem 

regarding variation rate in objective function and the number of local optima etc. 

(Zhang et al., 2013). A multimodal benchmark function has a minimum of two local 

optima. The efficient search technique effectively eliminates the region around local 

optima for searching global optima. Furthermore, the dimensionality of search space is 
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another significant factor which makes the problem more complicated. A 

comprehensive study regarding dimensionality problem and its characteristics were 

carried out by Friedman. During the search process, the value regarding global optimum 

needs to be obtained efficiently. Hence the areas close to local minima must be avoided 

as possible. If the local optima are randomly distributed in the search area, then that is 

considered to be a more difficult problem. The optimization process is focused on 

obtaining the global optimum point, consequently the regions nearby local optima 

should be circumvented because the optimization process might be stuck at local optima 

and then the local optima is considered as global optima (Deng et al., 2015). 

To evaluate the performance and sustainability of the proposed selection operators, 

we will use eleven unimodal, multi-modal, non-separable, convex and continuous 

benchmark functions. Table 2 presents the list of benchmark functions (Surjanovic and 

Bingham, 2016) utilized to appraise the efficiency of suggested evolutionary methods. 

Hence the benchmark function name, limit, properties and its fitness function are 

presented in Table 2. These benchmark functions have varying complexities that are 

most commonly applied in many comparative studies. The necessary detail regarding 

these benchmarks are given below: 

 
Table 2. Detail of benchmark functions for comparison 

Benchmark Fitness function 
Search 

limits 

Optimum 

value 
Properties 

Axis parallel 

ellipsoid 
 

[-5.12, 5.12] 0 

Continuous, 

convex, 

unimodal 

Bohachevsky 
 

[-100, 100] 0 
Multimodal, 

non-separable 

Booth 

 

[-10, 10] 0 
Multimodal, 

separable 

Easom 

 

[-100, 100] -1 
Multimodal, 

non-separable 

Ellipsoidal 

 

[-5.12, 5.12] 0 
Multimodal, 

non-separable 

Himmelblau  

 
[-6, 6] 0 

Non-convex, 

multimodal 

Six-hump 

camel  

} 

[-3, 3] 

(-0.0898, 

-0.7126, 

0.0898, 

0.7126) 

Multimodal, 

non-separable 

Matyas 
) 

[-10, 10] 0 
Non-scalable, 

Unimodal 

Maccormick ) [-3,-1.5, 4,4] -1.91333 
Multimodal, 

Non-separable 

Rastrigin 

 

[-5.12, 5.12] 0 
Multimodal, 

Separable 

Schwefel ) [-500, 500] 0 
Multimodal, 

Non-separable 
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Statistical results and discussion 

The statistical results of GKA methods (GKAopt (S-index), GKAopt (DB-inbex), 

GKAP1 and GKAP2) were evaluated at 10, 50 and 100 dimensions and compared with 

standard GA. In the present experimental study, the performance of optimization 

techniques is evaluated by fixed parameters such as population size, maximum number 

of generations, crossover fraction and scaling function. The population size for each 

experiment is 50 along with 0.8 two-point crossover fraction for 10, 50 and 100 

dimensions. Each experiment is executed thirty times to determine the statistical results 

in terms of means, standard deviation (S.D) and t-test. An independent t-test is obtained 

to assess the significant difference between standard GA and proposed selection 

techniques. The performance of these selection methods are evaluated on eleven 

benchmark functions using MATLAB version R2015a. 

The statistical results in Tables 3–5 reveal that the proposed selection techniques 

(GKAP1 and GKAP2) outperform under all benchmark functions from 10 to 100 

dimensions. Additionally, the probability values of Bohachevsky, Easom and Schwefel 

benchmark functions at dimension 10 are ranging 0.0010 to 0.0093 which is significant 

to some extent but when we increase the dimension of the experiment from 50 to 100, 

the experimental results turned into highly significant with probability values are tend 

toward 0.0000. Most of the statistical results demonstrate that GKAP2 perform the best 

for achieving an optimal solution and GKAP1 is the second best technique because of its 

closeness to the theoretical optimum value. Overall cluster based selection techniques 

are broader and more comprehensive for achieving optimum solution and also restrict 

the individuals to premature convergence. More specifically, there are slight differences 

between optimum values of GKAP1 and GKAP2 at lower dimension but these 

differences become highly significant at 50 to 100 dimensions. Results of the above 

tables are also reveal that the proposed selection techniques perform distinctly better in 

unimodal and multimodal benchmark functions but rate of the change is slightly high in 

unimodal functions which turn into highly significant results. 

In the context of the above results it is described that the cluster based GA 

techniques establish a realistic partitioning of the population. These techniques 

actually extend the population diversity by strengthening the search process and 

limiting the chance of less fitted individuals. The inclusion of the cluster is also more 

beneficial for reducing selection pressure, hence the proposed selection schemes 

authenticate the process of best fitted individuals’ selection. Additionally, partitioning 

of the individuals in the form of clusters endorse that the adequate mixture of 

individuals is always carried forward to the next generation for obtaining optimum 

solutions. Above statistical results ensure that clustering is always helpful in 

exploration process and also minimizing the chance of permute convergence at local 

optima due to well-adjusted selection pressure. 

In order to evaluate the pairwise comparison between the above selection 

techniques: a non-parametric statistical test is used known as Wilcoxon matched pair 

signed rank test. The test statistic (Tc) of this test is based on the ranking of absolute 

difference between two techniques. T+ is the rank sum with positive signs and T- is the 

rank sum with negative signs, the value of Tc depends on the fewer rank sum between 

T+ and T-. A sufficiently small value of T+ and T- will cause the rejection of the null 

hypothesis. The results in Table 5 represent the pairwise comparison of the following 

cluster based selection techniques using Wilcoxon matched pair signed rank test at 5% 

level of significance. 
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Table 3. Statistical comparison of the optimum values for different selection techniques 

under 10 dimensions 

Selection methods (Dimension 10) 

Benchmark Statistics 
GKAopt 

(S index) 

GKAopt 

(DB index) 
GKAP1 GKA P2 

Standard 

GA 

Axis parallel 

hyper ellipsoid 

Mean 1.64×10-7 1.93×10-7 2.70×10-7 2.66×10-7 5.08×10-5 

S.D 1.93×10-7 2.03×10-7 2.14×10-7 2.10×10-7 7.98×10-7 

T-test 0.0010 0.0006 0.0000 0.0000 --- 

Bohachevsky 

Mean 0.17 0.19 0.20 0.20 0.54 

S.D 0.41 0.44 0.34 0.34 0.61 

T-test 0.0027 0.0026 0.0012 0.0010 --- 

Booth 

Mean 13.30 14.60 14.80 15.00 17.50 

S.D 1.03×10-4 1.07×10-4 1.08×10-4 1.09×10-4 2.01×10-1 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Easom 

Mean -0.90 -0.84 -1.08 -1.07 -4.37 

S.D 0.25 0.17 0.39 0.38 1.47 

T-test 0.0028 0.0031 0.0085 0.0079 --- 

Ellipsoidal 

Mean 3.28×10-3 3.37×10-3 3.71×10-3 3.64×10-3 3.56×101 

S.D 0.01 0.01 0.01 0.01 123.00 

T-test 0.00083 0.00081 0.00053 0.00029 --- 

Himmelblau 

Mean -1.55×104 -1.98×104 -2.25×104 -2.28×104 -1.63×108 

S.D 4.89×103 5.12×103 8.06×103 8.20×103 2.06×107 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Six-Hump 

Mean -1.03 1.27 -1.70 -1.67 -2.05 

S.D 0.08 0.11 0.14 0.14 0.15 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Matyas 

Mean 3.21×10-3 2.51×10-3 5.30×10-3 5.21×10-3 3.75×10-2 

S.D 4.89×10-3 5.29×10-3 5.24×10-3 5.15×10-3 5.28×10-2 

T-test 0.0000 0.0000 0.0008 0.0008 --- 

Maccormick 

Mean -3.81 -4.45 -5.29 -5.38 -6.13 

S.D 0.38 0.44 0.49 0.48 1.71 

T-test 0.0000 0.0000 0.0008 0.0000 --- 

Rastrigin 

Mean 7.90×102 7.38×102 9.03×10-2 8.87×10-2 9.90×10-2 

S.D 1.38×10-4 1.07×10-4 1.67×10-4 1.65×10-4 3.33×10-1 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Schwefel 

Mean -2.06×103 -2.41×103 -2.73×103 -2.68×103 -4.02×103 

S.D 2.15×102 2.28×102 2.39×102 2.35×102 1.38×102 

T-test 0.0053 0.0046 0.0029 0.0025 --- 
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Table 4. Statistical comparison of the optimum values for different selection techniques 

under 50 dimensions 

Selection methods (Dimension 50) 

Benchmark Statistics 
GKAopt 

(S index) 

GKAopt 

(DB index) 
GKAP1 GKA P2 

Standard 

GA 

Axis parallel 

hyper ellipsoid 

Mean 15.40 13.50 16.00 15.70 315.00 

S.D 7.90 8.12 8.39 8.24 185.00 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Bohachevsky 

Mean 11.70 11.10 12.50 12.20 78.20 

S.D 2.10 2.02 2.35 2.30 34.00 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Booth 

Mean 93.10 93.05 91.70 93.50 153.00 

S.D 3.36 3.17 3.45 3.51 25.50 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Easom 

Mean -1.25 -1.02 -1.49 -1.47 -10.20 

S.D 0.28 0.19 0.52 0.51 4.08 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Ellipsoidal 

Mean 0.63×104 0.56×104 1.01×104 0.87×103 8.18×104 

S.D 1.02×104 0.88×104 1.04×104 1.02×104 5.35×104 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Himmelblau 

Mean -1.07×109 -1.22×109 -7.05×104 -7.18×104 -1.45×109 

S.D 6.11×107 6.43×107 2.50×104 2.55×104 1.42×108 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Six-Hump 

Mean -2.79 -3.17 -3.32 -3.38 -7.35 

S.D 0.34 0.38 0.41 0.42 2.79 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Matyas 

Mean 0.56 0.79 0.90 0.88 2.60 

S.D 0.22 0.28 0.35 0.34 0.81 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Maccormick 

Mean 35.40 35.60 37.30 36.60 59.90 

S.D 1.73 1.75 1.80 1.76 4.78 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Rastrigin 

Mean 4.37×103 4.42××103 4.43×103 4.52×103 4.97×103 

S.D 1.08 1.96 1.98 2.02 2.83 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Schwefel 

Mean -6.47×104 -5.36×104 -7.92×103 -7.77×103 -11.54×104 

S.D 7.22×102 6.99×102 7.39×102 7.25×102 8.49×102 

T-test 0.0000 0.0000 0.0000 0.0000 --- 
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Table 5. Statistical comparison of the optimum values for different selection techniques 

under 100 dimensions 

Selection methods (Dimension 100) 

Benchmark Statistics 
GKAopt 

(S index) 

GKAopt 

(DB index) 
GKAP1 GKA P2 

Standard 

GA 

Axis parallel 

hyper ellipsoid 

Mean 626.00 645.00 664.00 649.00 3050.00 

S.D 103.00 127.00 159.00 155.00 823.00 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Bohachevsky 

Mean 62.20 55.70 68.40 66.90 239.00 

S.D 11.30 10.70 12.70 12.40 44.40 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Booth 

Mean 209.00 225.00 265.00 271.00 531.00 

S.D 23.00 24.10 26.00 26.50 130.00 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Easom 

Mean -1.20 -1.10 -1.65 -1.61 -12.90 

S.D 0.54 0.31 0.65 0.64 1.81 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Ellipsoidal 

Mean 1.36×105 1.45×105 1.74×105 1.70×105 1.37×105 

S.D 4.24×104 4.55×104 4.83×104 4.73×104 7.32×105 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Himmelblau 

Mean -1.06×105 -1.09×105 -1.12×105 -1.10×105 -2.73×109 

S.D 1.17×104 1.23×104 2.73×104 2.67×104 2.54×108 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Six-Hump 

Mean 3.66 3.29 3.83 3.74 47.10 

S.D 3.38 2.79 4.10 4.01 20.00 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Matyas 

Mean 3.67 3.40 3.77 3.69 10.90 

S.D 0.58 0.43 0.61 0.60 2.55 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Maccormick 

Mean 86.00 81.00 84.60 86.50 179.00 

S.D 5.83 4.34 5.80 5.93 27.70 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Rastrigin 

Mean 8.34×103 8.13×103 8.57×103 8.76×103 9.95×103 

S.D 2.17 2.14 2.52 2.58 3.22 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

Schwefel 

Mean -0.97×104 -0.93×104 -1.04×104 -1.02×104 -2.41×104 

S.D 1.19×103 1.23×103 1.36×103 1.33×103 1.71×103 

T-test 0.0000 0.0000 0.0000 0.0000 --- 

 

 

According to the results indicated in Table 6, there is highly significant difference 

between most of the pairs of K-means cluster based techniques, when the dimension of 

the experiment increases from 10 to 100 the p-value turn into highly significant. 

However, there is also a non-significant difference between GKAP1 and GKAP2 at lower 

dimension but when dimension increases difference between them becomes highly 

significant. 
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Table 6. Pairwise comparison of different selection techniques using Wilcoxon signed rank 

test 

Comparison Dimension T+ T- Tc P-value 

GKAopt(S-index) vs GKAopt(DB-inbex) 

10 112 353 112 0.0160 

50 103 362 103 0.0063 

100 87 378 87 0.0010 

GKAP1 vs GKAP2 

10 187 278 187 0.1799 

50 163 302 163 0.0790 

100 142 323 142 0.0318 

GKAopt(S-index) vs GKAP1 

10 127 338 127 0.0147 

50 87 378 87 0.0010 

100 45 420 45 0.0000 

GKAopt(DB-inbex) vs GKAP1  

10 96 369 96 0.0020 

50 45 420 45 0.0000 

100 28 437 28 0.0000 

GKAopt(S-index) vs GKAP2 

10 119 346 119 0.0093 

50 78 387 78 0.0005 

100 39 426 39 0.0000 

GKAopt(DB-inbex) vs GKAP2 

10 82 383 82 0.0007 

50 36 429 36 0.0000 

100 24 441 24 0.0000 

GA vs GKAP1 & GKAP2 

10 465 0 0 0.0000 

50 465 0 0 0.0000 

100 465 0 0 0.0000 

Conclusions and future work 

K-means cluster based genetic algorithm (GKA) selection techniques are proposed to 

solve optimization problems using unimodal and multimodal benchmark functions. Two 

distinct types of GKA techniques were proposed, one is using fixed number of clusters 

GKAF and other is through optimum number of clusters GKAopt. Hence, Davies-

Bouldin and Silhouette index is used to determine optimum number of clusters in the 

population. The GKA method comprise of four major stages: clustering, membership 

probability indexing, fitness evaluation and selection. The hybridization of genetic 

algorithm and clustering of individuals will effectively cater the problem of population 

diversity and selection pressure. A selection probability is assigned to each individual 

after the process of K-means clustering. Fitness scaling changes the membership fitness 

scores in a limit that is suitable for selection function, which select the parents for future 

generation by the utilization of scaled fitness values. The comparative performance of 

each cluster based GA technique (GKAopt (S-index), GKAopt (DB-inbex), GKAP1 and 

GKAP2 are evaluated on eleven benchmark functions under 10, 50 and 100 dimensions. 

Usually, the performance of standard GA is good to solve unimodal problem but unable 

to handle multimodal problems. By the hybridization of GA and K-means clustering, 

the newly proposed selection techniques efficiently and effectively handle the 

multimodal problems by obtaining optimum value. The statistical results of present 

study represent that the performance of GKAP1 and GKAP2 selection operators are 

comparatively more superior to standard GA selection techniques. In addition, the 
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significance of proposed techniques is also improved by increasing the dimension of the 

experiment from 50 to 100. In-fact the cluster based selection techniques outperform in 

solving unimodal and multimodal problems with positive impact. 

In the present research study, integrating the strengths of data mining and 

evolutionary computation were limited to single-objective optimization problems. 

Future research study could evaluate the performance of GKA in solving constrained 

optimization problems with multi-objective functions. The efficacy of novel selection 

procedure should be considered in future research study. It would be compelling to 

hybridize the K-means cluster with population based optimization schemes such as 

firefly algorithm (Rajan and Malakar, 2015), ant colony optimization (Gao et al., 2016) 

and particle swarm optimization (Pednekar, 2019). Finally, another potential avenue for 

future research is to examine the performance by making comparison of standard K-

means clustering with the other clustering methods like Incremental K-means (IKM), 

Scalable K-means and Online K-means (Saharan et al., 2018) by considering presently 

proposed selection techniques. 
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