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Abstract. Air pollution in industrial areas in Bulgaria are among the most serious problems affecting the 

environment and human health. Therefore, the accurate prediction of air pollution levels is particularly 

important. The present study compares the predictive capabilities of two modelling approaches using 

multiple linear regression and artificial neural networks. The models are based on the relationship between 

particulate matter concentration with meteorological variables and gaseous pollutants. The comparative 

statistics show that the complex interactions between the studied input factors are better modelled using the 

nonlinear approach implemented by multilayer perceptron. The obtained results have very high accuracy 

and reliability and can be successfully used to predict PM10 one day ahead in Sofia, the capital city of 

Bulgaria. 
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Introduction 

Air pollution is one of the most important factors affecting human health and the 

environment in global aspect (Manisalidis et al., 2020). On one hand, the quality of the 

atmospheric air is directly related to the climatic features of the geographical regions, and 

on the other hand to the industrialization and increase of the population (Shahrayni and 

Sodoui, 2016). 

The unfavorable weather conditions, such as low wind speed, temperature inversions 

and high humidity lead to advantageous conditions for the accumulation of various 

pollutants in the ground layer of the atmosphere (Abdullah et al., 2020). A very important 

factor is the topography of the area, which can limit the movement of air masses and 

retain polluted air. The air quality in populated areas also depends on the sources of 

emissions related to human activities, such as industry, car traffic, construction objects, 

etc. 

In Bulgaria very often exceedances of the permissible levels of atmospheric air 

pollution determined by European and national legislative norms are registered 

(Doncheva and Boneva, 2013). One of the most polluted areas is Sofia, where 

theparticulate matter concentrations PM10 are serious problems to which special attention 

should be paid. The PM10 levels are directly or indirectly related to various meteorological 

variables and gases (Afzali et al., 2014; Uzunov et al., 2019). These factors determine the 

retention or distraction of PM10 on the one hand, and on the other they affect the chemical 

transformations in the ground layer of the atmosphere. 

Two categories of methods can be used to study the degree of atmospheric air 

pollution - traditional and intelligent. The traditional methods use analytical dependencies 

that can be deterministic or statistical. The deterministic models require a detailed picture 
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related to the overall knowledge of atmospheric processes, the chemical composition of 

harmful emissions, as well as their change intime (Honore et al., 2008). They are obtained 

after solvingdifferential equations and not requiring large arrays of measurement data. 

The statistical models, on the other hand, have higher accuracy and can reveal 

relationships with additional variables (Zafra et al., 2017). One of the main disadvantages 

of statistical models is that their action is valid only for the specific investigated area. 

Intelligent methods, such as artificial neural networks (Vinas et al., 2022), support 

vector machines (Shaziayani et al., 2022) and fuzzy logic (Alyousifi et al., 2021) are 

alternative approaches to traditional methods. They provide new advanced capabilities 

for accurate and reliable predictions in the field of ecological monitoring. 

In recent years, artificial neural networks have become an increasingly popular 

machine-learning technique for modeling atmospheric processes. This is due to the 

possibilities of these methods for modeling highly non-linear interactions between 

different variables and the better results compared to statistical techniques (Zhang et al., 

2021). Important characteristics of neural networks are the large adaptability of the 

structural model, the possibilities for generalization and tolerating errors. There is a great 

variety of structures used, mainly based on multilayer perceptron MLP (He et al., 2015; 

Abderrahim et al., 2016) or radial basis functions RBF (Wahid et al., 2011; Yadav and 

Nath, 2018). New algorithms as ensemble machine learning methods (Ejohwomu et al., 

2022) which increase the accuracy of the results are also being successfully implemented. 

The neural networks for PM10 prediction commonly use various meteorological 

variables as input parameters, such as temperature, humidity, windspeed, atmospheric 

pressure, as well as concentrations of various gases (Ul-Saufie et al., 2011; de Gennaro 

et al., 2013). They are most often applied to forecasts of PM10 concentrations from few 

hours to several days ahead. Combined models including a neural network and an 

ARIMA method are also often implemented (Wongsathan and Seedadan, 2016). The 

hybrid ARIMA-ANN model has higher accuracy, as well as improved forecasting 

performance. 

An interesting topic is comparison of the predictive models, based on different 

synthesis techniques. This comparison can show the advantages and disadvantages of 

individual modeling approaches and give an answer to the question of choosing the most 

suitable method. The subject of research is usually the analysis of the properties of models 

built with multiple linear regression, artificial neural networks, or hybrid models 

(Aslanargun et al., 2007; Abdullah et al., 2019). 

The purpose of the present study is to investigate two approaches for forecasting of 

PM10 concentrations one day ahead. The methods of multiple linear regression and 

artificial neural networks were used for modeling.The construction of the models is based 

on the relationship of PM10 with several meteorological variables and the gases - Carbon 

Monoxide (CO) and Sulfur Dioxide (SO2). The software packages Statgraphics and 

Matlab were used for processing and analyzing the experimental data. 

Materials and Methods 

Explored area 

The subject of the investigation is the capital city of Bulgaria - Sofia, which is among 

the European cities with the most complex characteristics, in terms of geographical relief, 

the distance to sea or oceans (influence of winds), temperature inversions and the 

presence of dense fogs. The area is located in the western part of the territory of Bulgaria, 



Stoyanov et al.: Prediction of particulate matter content PM10 with artificial neural network and multiple linear regression 

- 5645 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 21(6):5643-5655. 

http://www.aloki.hu ● ISSN 1589 1623 (Print) ●ISSN1785 0037 (Online) 
DOI: http://dx.doi.org/10.15666/aeer/2106_56435655 

© 2023, ALÖKI Kft., Budapest, Hungary 

at an altitude of 550 m, surrounded by five mountains. The analyzed data for PM10 is 

taken from Mladost district, located in the south-eastern part of Sofia and forming 10% 

of the city's territory. It is one of the official sites of the Executive Environment Agency, 

which is part of the national air quality control system in Bulgaria and reports to the 

European Commission. Тhe location of the studied area is shown in Figure 1. 
 

Figure 1. Location of explored area – Mladost region, Sofia, Bulgaria 

 

 

The comparative analysis in this study was made for average daily concentrations of 

particulate matter with an aerodynamic diameter of less than (≤) 10 µm - PM10. The 

models are built on the basis of the relationship of PM10 with five meteorological 

variables - air temperature T, solar radiation R, wind speed S, wind direction D and 

atmospheric pressure P and the gases - Carbon Monoxide (CO) and Sulfur Dioxide (SO2). 

The experimental data are taken for a period of one calendar year from 01.01.2017 to 

12.31.2017, including daily average values for each variable. The used equipment to 

collect the data is an automatic sensor station Termo Scientific model SHARP 5030 

(Thermo Fisher Scientific Inc.). 

Data normalization 

The concentration of PM10, meteorological variables and gases that are used to 

construct the models have different units of measurement. For this reason data 

normalization is necessary (Abdullah et al., 2019). A min-max technique was used, which 

generated a new data set with values in the interval [0 ÷ 1] according to the following 

expression: 

 

 𝑧𝑖 =
𝑥𝑖−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
 (Eq.1) 

 

where zi is the normalized value of the corresponding xi. 
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Multiple linear regression method 

The MLR method establishes the relationship between several explanatory variables 

and the responsible variable, by using a linear function (Abdullah et al., 2017). The 

mathematical equation can be presented in the following generalized form: 

 

 𝑌 = 𝑎0 + ∑ 𝑎𝑖𝑋𝑖 + 𝜀𝑛
𝑖=1  (Eq.2) 

 

where Y is the responsible variable, Xi are the independent variables, which must be at 

least two, ai are regression coefficients, and εis stochastic error related to the regression 

method. 

Compulsory conditions for the adequacy of MLR models are related to the residuals – 

they must have a normal distribution with zero mean and constant variance (Abdullah et 

al., 2017). Synthesis and tests with the MLR model were performed in Statgtraphics 

software (StatPoint Technologies, Inc). 

Artificial neural network – Multi-layer perceptron 

The artificial neural network is a computer system in which the parallel processing of 

information is realized, similar to the processes taking place in the human brain. The 

neural network consists elementary processing units (neurons) connected in a certain way 

to each other (Feng et al., 2015; Biancofiore et al., 2017). Each neuron has inputs that can 

receive outer signals or signals from the outputs of other neurons. The inputs have weights 

that determine the strength of the connection between the neurons. The incoming signals 

multiplied by the weights are summed, after which the output signal is formed by 

activation function. The neurons are connected in layers that form the structure of the 

network. The layers are divided into input, hidden and output, depending on the location 

of the neurons. The processes in one neuron with number j can be described 

mathematically according to the following relationship (Abdullah et al., 2019): 

 

 𝑦𝑗
′ = ∑ 𝑤𝑖,𝑗𝑢𝑖 + 𝑏𝑗

𝑛
𝑖=1  (Eq.3) 

 

where yj is the output signal, wij is the input weight ui, and bj is the bias of neuron j. The 

activation function f by which the output signal is obtained is usually non-linear: 

 

 𝑦𝑗 = 𝑓(𝑥)[∑ 𝑤𝑖,𝑗𝑢𝑖 + 𝑏𝑗
𝑛
𝑖=1 ] (Eq.4) 

 

A Feed-Forward topology based of multilayer perceptron MLP is commonly used to 

predict PM10, depending on a set of meteorological variables and gases. For the present 

study, a neural network consistinginput, hidden and output layer is developed, which 

structure is shown in Figure 2. 

The set of input data is divided into two parts. The first includes 70% observations and 

is used to train the network. Аvalidation process was performed with the remaining 30%. 

A Levenberg–Marquardt training algorithm was used to train the network. MLP studies 

were performed in Matlab software (The MathWorks Inc., Natick, MA, USA). 

Performance indicators 

The evaluation of the models is realized according to several criteria that show the 

overlapping of the predicted values to the data (Nazif et al., 2018; Dutta and Jinsart, 
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2021). The performance comparison was made by Correlation coefficient R2, Root Mean 

Square Error (RMSE), , Mean Absolute Error (MAE) and Index of Agreement (IA). The 

selected accuracy criteria are as follows: 

 

 𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 = √
∑ (𝑦𝑡−�̂�𝑡)2𝑛

𝑡=1

𝑛
 (Eq.5) 

 

 𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑡 − �̂�𝑡|𝑛

𝑡=1  (Eq.6) 

 

 𝑅2 = (
∑ (𝑦𝑡−𝑦𝑡

𝑚𝑒𝑎𝑛)(�̂�𝑡−�̂�𝑡
𝑚𝑒𝑎𝑛𝑛

𝑡=1

𝑛.𝑆𝑓𝑜𝑟𝑒𝑐.𝑆𝑜𝑏𝑠
) (Eq.7) 

 

 𝐼𝐴 = 1 − [
∑ (𝑦𝑡−𝑦�̂�)2𝑛

𝑖=1

∑ (|𝑦𝑡−�̂�𝑡
𝑚𝑒𝑎𝑛|+|�̂�𝑡−�̂�𝑡

𝑚𝑒𝑎𝑛|)2𝑛
𝑖=1

] (Eq.8) 

 

where n is the total number of observations, yt are the predicted values, �̂�𝑡are the observed 

values, yt
mean – mean value of the predicted values, , �̂�𝑡

𝑚𝑒𝑎𝑛 mean value of the observed 

values, Sforec is the standard deviation of the predicted values, Sobs is the standard deviation 

of the observed values. 

Figure 2. Schematic diagram of Multi-Layer Perceptron 
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Results 

A comparison of the predictive capabilities of models created using MLR and ANN 

was performed. The study was carried out on the same input data set and established the 

relationship of PM10 with five meteorological variables and the concentrations of two 

gases. 

Descriptive statistics 

The total dataset for the eight variables, covering a period of one year is 2917. Due to 

measurement equipment problems, there are less than 0.7% missing values and one of the 

data is out of range. The missing values were filled using linear interpolation (Abdullah 

et al., 2019). Descriptive statistics of the input data are presented in Table 1. 

 
Table 1. Descriptive statistic of input data 

Statistic Minimum Mean Maximum Stand. Dev. 

T, °С -12,8 11,73 27,8 8,6435 

R, W/m-2 8,7 166,092 379,5 105,597 

S, m.s-1 0,57 1,50786 3,15 0,419511 

D, degree 51,34 147,992 261,99 52,6419 

P, mbar 912,0 922,723 934,0 3,83365 

C, µg.m-3 7,89 33,671 153,76 20,7459 

CO, mg.m-3 0,05 0,547 3,1 0,457 

SO2, µg.m-3 0 7,241 35,66 5,119 

 

 

Multiple linear regression model 

Spearman's rank correlation analysis was carried out to determine relationships 

between all variables. From the obtained results, statistically significant non-zero 

correlations were found, indicating the possibility of searching for a mathematical model. 

In the second stage, an analysis of the distributions of the variables was performed. After 

a large number of transformations, normal or admissible distributions were found for all 

variables. 

After establishing the distributions, a search for mathematical model describing the 

relationship between the independent variable PM10 and the meteorological factors and 

gases started. The used method is stepwise multiple linear regression. Unsatisfactory 

results, to reach a normal distribution of the residuals, required the use of the Box-Cox 

procedure for transformation of the dependent variable PM10. After a series of trials, a 

function was established, that satisfied all the adequacy conditions. The analytical form 

of this model has the following form: 

 

 
𝑃𝑀10,𝑑+1

′ = −0,067 ∗ 𝑇𝑑 + 0,257 ∗ 𝑅𝑑 + 0,072 ∗ 𝐷𝑑 + 0,223 ∗ 𝑆𝑑

+ 0,269 ∗ 𝑃𝑑 + 0,259 ∗ 𝑆𝑂2,𝑑 + 0,686 ∗ 𝑃𝑀10,𝑑 
(Eq.9) 

 

where index d+1 indicates the next day, and d indicates the current day. 

The obtained model has the following characteristics - correlation coefficient 

R2 = 0.9658, Root Mean Square Error RMSE = 0.1042, Mean Absolute Error 

MAE = 0.0792, Index of Agreement AI = 0,791062 and Durbin-Watson statistic = 1.49. 
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Various statistical tests were performed to check the normal distribution of the 

residuals. In Figures 3 and 4 are presented the distribution of the residuals and plot of the 

fitting results of the MLR. 

 

 

Figure 3. Histogram of the residuals of MLR 

 

 

Figure 4. Fitting results of PM10 using MLR 
 

 

Table 2 shows the characteristics of the residuals of the regression model. The p-value 

for all tests is greater than 0.05 that shows the residuals have a normal distribution. 

 
Table 2. Residuals tests 

Residuals Statistic p-value 

χ2 23,7042 0,956 

Shapiro-Wilk W 0,992 0,055 

Kolmogorov-Smirnov  0,768 
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The plot between real and predicted values is presented in Figure 5. The brown line 

shows the permissible limits of PM10 (50 µg/m3) in the atmospheric air. For the studied 

period the observed data exceeded the prescribed treshhold value more than 45 times. 

Figure 5. Plot of predicted versus observed PM10 concentrations 

 

 

Artificial neural network 

The most important matter in creating the neural network is determining the hidden 

layers and the number of neurons in them. It is interesting to note that more neurons in 

the hidden layers may lead to over-fitting the output and a smaller number may not model 

well enough the data (Meerasri and Sothornvit, 2022). 

A three-layer neural network with 8-34-1 topology was developed. The structure is a 

multilayer perceptron MLP, realizing Feed-Forward topologies. The input layer includes 

eight nodes (neurons) to which the arrays of normalized air temperature, solar radiation, 

wind speed, wind direction, atmospheric pressure, carbon monoxide (CO), sulfur dioxide 

(SO2) and the concentration of PM10,d are fed. 

Many experiments have been done to determine the hidden layers and the number of 

neurons involved in them. The criterion was reaching the maximum value of the 

correlation coefficient R2 and minimum values of RMSE and MAE. It was found that the 

best results of MLP structure are obtained for one hidden layer with an optimal number 

of neurons 34. 

The output layer of the MLP represents one neuron for which a linear transfer function 

recommended in Abdullah et al. (2019) is chosen. Additional parameters that have been 

used for the MLR network are a learning rate of 0.05 (Hossain et al., 2013) and a number 

of epochs, that set after examining the training error and the validation error. Different 

activation functions in the layers were also tested, taking into account the variants 

recommended in Voukantsis et al. (2011). The best combination was obtained for tangent-

sigmoid 'tansig' for the hidden layer and log-sigmoid 'logsig' for the output layer. 

         Permissible
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After simulations with the optimal MLP architecture, the following results were 

obtained – R2 = 0.99373; RMSE = 0.091, MAE = 0.0572 and IA = 0,801525. The results 

of the regression analysis are shown in Figure 6. 

 

Figure 6. Scatter plot of forecast PM10 concentrations against observed by MLP 

 

 

It was found that with the increase the number of neurons above 25 in the hidden layer, 

the values of the preformance indicatorsreached those of MLR - the coefficient of 

determination is in the interval 0.95 ÷ 0.97, RMSE - between 0.0967 ÷ 0 .1103 and MAE 

– 0.0642 ÷ 0.0817. On the other hand, increasing the number of neurons above the 

optimum does not lead to an increase the characteristics of the neural network. The results 

of the predicted versus observed values after the MLP simulation are presented in 

Figure 7. 

 

Figure 7. Plot of predicted PM10concetrations versus observed by MLP 
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Studies were also performed on the most appropriate selection of activation functions 

in the MLP layers. The combinations tested for the chosen variants tansig, logsig and 

purelin are shown in Table 3. The best combination determined after comparing the R2, 

RMSE and MAE criteria is tansig for the hidden layer and purelin for the output layer. 

 
Table 3. Tested variants of activation functions 

Activation function 

hidden layer 

Activation function 

output layer 
R2 RMSE MAE 

Tansiq Purelin 0,99373 0,091 0,0572 

Logsig Purelin 0,96523 0,1030 0,0614 

Tansig Tansig 0,97449 0,1037 0,0676 

Logsig Tansig 0,96791 0,0879 0,0637 

Tansig Logsig 0,46299 0,3529 0,3375 

Logsig Logsig 0,32613 0,3534 0,3385 

 

 

Discussion 

A comparative analysis between MLR and MLP methods 

The comparison between MLR and MLP is made according to the performance 

indicators – Correlation Coefficient R2, Root Mean Square Error RMSE, Mean Absolute 

Error MSE and Index of Agreement AI. When the coefficient of determination R2 tend to 

1, and the RMSE and MAE are closerto 0, the model has better fitting. Table 4 presents 

the values of the compared indicators for the two modeling methods. 

 
Table 4. Comparison between MLR and MLP 

Method R2 RMSE MAE IA 

LMR 0,9658 0,1042 0,0792 0.791062 

ANN - MLP 0,99373 0,091 0,0572 0,801525 

 

 

Fromtheobtainedresults, itcanbesummarizedthatthecharacteristicsofneuaral network is 

higher that of linear regression. The coefficient of determination of MLP (0.99373) 

exceeds that of MLR (0.9658), indicating that the neural network, even a little, better 

describes the experimental data. On the other hand, the RMSE (0.091) and MAE (0.0572) 

values for MLP are also in favor of the non-linear method, compared to MLR (0.1042 

and 0.0572). 

The combinations of different activation functions show that four variants have better 

indicators than those obtained by MLR. The logsig-purelin, tansig-tansig and logsig-

tansig variants are approximately identical and tendto the values of the best tansig-purelin 

combination, without reaching them. 

In general, it can be concluded that the nonlinear algorithm with Feed-Forward 

topologies is a better modeling technique than MLR. The results of all four investigated 

criteria R2, RMSE,MAE and IA, although to a small extent, are in favor of the neural 

network. A peculiarity of the MLP method is that, unfortunately, the initial values of the 

weights in the neural network structure are set randomly and repetition are needed to 

obtain the best results. 
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The obtained results of the comparative analysis are in agreement with those obtained 

in similar studies (Abdullah et al., 2020; Dutta and Jinsart, 2021). The nonlinear approach 

is characterized by higher accuracy, as the essential peculiarity is the selection of the 

hidden layers and the neurons in them. The neural networks with one or two hidden layers 

usually show good performance, defined by high R2 and minimal errors. With an 

appropriate selection of activation functions in the individual layers and number of hidden 

neurons, the coefficient of determination can reach values around 0.999 (Meerasri and 

Sothornvit, 2022), which is in accordance with the present results. 

Conclusion 

The purpose of this study is to investigate the predictive capabilities of two methods 

for modeling of air pollution concentrations PM10 in Sofia,the capital city of Bulgaria. 

The models use a linear and non-linear approach to predict PM10 one day ahead, realized 

by step-wise multiple linear regression and Feed-Forward topology, respectively. 

MLR and MLP were used for modeling the relationship between the concentrations of 

particulate matter PM10,d+1 (one day ahead) with the variables - air temperature, solar 

radiation, wind speed, wind direction and atmospheric pressure, concentration of Carbon 

Monoxide (CO), concentration of Sulfur Dioxide (SO2) and PM10,d (present day). After 

establishing of the relationships between all the variables, two forecasting models were 

created. The adequacy of the MLR model was proven by analyzing the behavior of the 

residuals. A neural network with Feed-Forward topologies consisting of one input, one 

hidden and one output layer is developed. Studies to determine the most appropriate 

topology and number of neurons in the hidden layer have been carried out. 

A comparative analysis of the developed models was performed, comparing their main 

performance indicators – correlation coefficient R2, Root Mean Absolute Error RMSE, 

Mean Absolute Error MAE and Index of Agreement AI. The better predictive capabilities 

offered by the non-linear algorithm method were established. 

The obtained results show that the constructed models can achieve a high accuracy of 

one-day-ahead forecasting, based on actual data of meteorological variables and gas 

components. The models can successfully be used to create a methodology for air 

pollution control in this area. 
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